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- **Relevance Feedback**
  - User refines the result by marking images as **relevant** or **non-relevant** and repeats search.
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  - Relevance feedback → learn similarity function
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- Learning user perception
  \[ y_s = f(x) \]

  - MARS-1
    \[ y_s = f_{\text{cosine}}(x, x_{\hat{q}}) \]
    \[ x_{\hat{q}} = \alpha x_q + \gamma (\text{mean}\{x_i\}) - \varepsilon (\text{mean}\{x_i\}) \]

  - MARS-2
    \[ y_s = f(x, x_q) = (x - x_q)^T W (x - x_q) \]

  - OPT-RF
    \[ y_s = f(x, x_q) = (x - x_q)^T W (x - x_q) \]
    \[ x_{\hat{q}} = \frac{X^Tv}{\sum_{i=1}^{N} v_i} \]

- Assumption
  - same distance gives same degree of similarity
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- **Modified LVQ (Model 2)**

\[
\begin{align*}
\mathbf{z}_c(n + 1) &= \mathbf{z}_c(n) + \alpha_n [\mathbf{x}_i(n) - \mathbf{z}_c(n)] \\
\mathbf{z}_c(n + 1) &= \mathbf{z}_c(n) - \alpha_n [\mathbf{x}_i(n) - \mathbf{z}_c(n)] \\
\mathbf{z}_q(t + 1) &= \mathbf{z}_q(t) + \alpha_R (\bar{\mathbf{x}}' - \mathbf{z}_q(t)) - \alpha_N (\bar{\mathbf{x}}'' - \mathbf{z}_q(t)) \\
\mathbf{z}_q(t + 1) &= \bar{\mathbf{x}}' - \alpha_N (\bar{\mathbf{x}}'' - \mathbf{z}_q(t))
\end{align*}
\]
5. Learning Strategy

- Effects of Positive and Negative Learning
  - Relevant samples → common interest
  - Non-relevant samples → specific interest
5. Learning Strategy

- Effects of Positive and Negative Learning
  - Relevant samples → common interest
  - Non-relevant samples → specific interest
5. Learning Strategy

- Effects of Positive and Negative Learning
  - Relevant samples → common interest
  - Non-relevant samples → specific interest
5. Learning Strategy

- Effects of Positive and Negative Learning
  - Relevant samples → common interest
  - Non-relevant samples → specific interest
5. Learning Strategy

- Selection of RBF Width
5. Learning Strategy

- Selection of RBF Width
5. Learning Strategy

- Selection of RBF Width

\[ \sigma_i = \eta \max_{\text{all}} |x'_m - z_i| \]

\[ \sigma_i = \exp(\beta \cdot \text{Std}_i) \]
6. Experimental Results

<table>
<thead>
<tr>
<th>Method</th>
<th>t=0</th>
<th>t=1</th>
<th>t=2</th>
<th>t=3</th>
<th>CPU time (second per iteration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF</td>
<td>44.82</td>
<td>79.82</td>
<td>88.75</td>
<td>91.79</td>
<td>2.34</td>
</tr>
<tr>
<td>MARS-2</td>
<td>44.82</td>
<td>60.18</td>
<td>61.61</td>
<td>61.96</td>
<td>1.26</td>
</tr>
<tr>
<td>OPT-RF</td>
<td>44.82</td>
<td>72.14</td>
<td>79.64</td>
<td>80.54</td>
<td>1.27</td>
</tr>
<tr>
<td>Simple CBIR</td>
<td>44.82</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Average Precision Rate (%)
6. Conclusion

- **Non-linear** model for similarity evaluation
- Learning from **positive and negative** samples
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